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Why Machine Learning? 
(AI?)



“Artificial intelligence is the 
science of making machines do 

things that would require 
intelligence if done by men” 

Marvin Minsky, … 1968



1997





Spam Filtering



What do we have?

• Fast computers! We could simply write the whole spam-
filtering programs ourselves


• But (for example) spam changes over time, and we 
wish we didn’t have to rewrite our programs every day


• And it’s really hard to write code that works well


• Given any program, we can say how well a program 
does on data that is known good (our “training set”)



What’s our plan?
• We make the computer write its own programs


• More strictly, we write meta-programs that are easy for a 
computer to optimize


• It’s easier for computers to search over regular 
structure than irregular, so the space of programs 
computers search over is “simpler” than the space of 
programs humans search over.



What’s our plan?

• In ML, we study how to organize software so that it’s easy 
to find a good program to use for our task


• Different definitions of “easy”, “find”, “best”, and “task” 
account for most of what we will see in the course



What’s our problem?
• Are we trying to predict (“regress on”) tomorrow’s 

temperature in Tucson?


• Are we trying to label (“classify”) an image?


• Is there more than one label?


• Are we trying to generate an image from a label?


• Are we trying to translate a sentence?


• Are we trying to decide whether a bank customer gets a 
loan?



What are our tools?
• Probability 


• Statistics


• Calculus


• Linear Algebra


• Optimization


• Software Engineering



Structure of the Course
• Weekly readings and homework assignments


• We’ll use Hal Daume’s CIML as the main text (http://ciml.info)


• Some readings from Bishop’s PRML (https://www.microsoft.com/en-
us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-
Machine-Learning-2006.pdf - just google it)


• Final project


• Midterm, Final Exam


• This is an intense course, be ready.

http://ciml.info
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf
https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf


PRML, 1.1, 1.2







Next Lecture

• Required reading: 


• CIML, chapter 1 (Decision Trees)


• PRML, 1.1, 1.2.4, 1.2.5, 1.2.6


