



































































































































MIDTERM EXAM RESULTS

Average 89 94
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LAGRANGE MULTIPLIERS

Constrained optimization is harder than unconstrained

optimization so if we can convert the latter into
the former that's great

BASIC EXAMPLE

Consider the following basic problem

argmakay
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subject to x4y2 I
a

t

2 a 1 2 4 0 L 2 3

Consider the geometric intuition can you move along
the constraint surface to improvethe objective When

do you reach an extremism



Method of Lagrange multipliers

Convert constraint surface to implicit surface

Ftt the extrema points gradients are collinear
which means that

If XD g
D Ift Xg 0

So if we have a functionLex y fastXgas then
the unconstrained extrema of L correspond to the extrema
of f constrained to g
In our example setting
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Now we can use this sane idea on SVMs

mirin k Holl't C S
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We add one new variable for each constraint
which we call a and Bi



W b G d B

k Hull te Si Bi s

hilly lw xi b Its

we need to be careful about the objective it's

min max mas Ll w b E R B
w b G Dro B 0

Nor we start massaging that expression We
are interested in Kernelization so we are looking
to remove w from the equation

Remember that the method of LM asks us
to take derivatives wrt the variables of
interest and set them to zero let's do
that with w

PwL w di y X O

w a y Xi 4 representer



Now substitute w back in L

Llb S d B
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Noo we use Hill tix x and

L vi x I lui x
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Noo eachof these terms simplify with knowledge of
PL

2 In yi O this means is zero
at extremm

2 _f Bi 4 0 this means disappear

C B p
latest for new constraint
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LH k I didjyiyjhxi.xg.lt a l
i j

subject to 0k d f C w Zhiyi ti
In matrix form this is even clearer

Luis LI TI K I Ga

G Yi yjlxi.gl Kernel

Dal T GE

To optimize this use projected gradient descent
after each step check if variables went outside
feasible region then project them back



PREDICTION ON KERNELIZED SVM

without kernels

f his sign hw E t b

With kernels Ig representer

f an sign I aiyixi.IT

sign hi Yi LI xD

E If d O then x has
no influence in prediction

Notice that the A were the variables we added in
the Lagrange formulation These are known as the duad
variables and the optimization problem written entirely
on dual variables is called the dual problem


