
 

PROBABILITY NAVE BAYES LOGISTIC REGRESSION

Today's lecture is advertisement for Csc 535
Probabilistic Graphical Models and STAT 574M statistical
Machine learning

THE PROBABILISTIC VIEW OF THE WORLD

If we believe data is generated at random
then if we can estimate that probability
distribution we can do everything Bemember
the Optimal Bayes Rate theorem

This is a very useful
fiction
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BAYES THEOREM
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Lets us predict label probabilities directly

But we will never have enough data if we do
this directly

Instead we make assumptions
abgt datawhich lead to practical algorithms and also

lead to inductive biases

we often don't use Bayes's theorem directlyeither



WARMUP COIN fLIPS

Assume coin tosses are i i d p CARBIRDRA
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what's the most likely value of B
We often operate on logarithms instead of
naked likelihoods it's simply more convenient
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derive the maximum likelihood estimate forB
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WARMUP DIE BOLLS

Derive the MLE for k sided die
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BAYESIAN COINFLIP EXAMPLE

What's the ALE for the event H

Do you believe that

Bayesian Perspective you have some prior
belief about B
If you are willing to describe that belief
as a probability distribution then the
Bayes theorem gives a rule for updating
your World view turning your prior into
your posterior
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p D priory you HAVE THIS

POSTERIOR YOUWANTTHIS

LIKELIHOOD THISISUSUALLY EASY

EnisinEaumano
TO COMPUTE

THINK OF THE EVIDENCE TERM AS BEING THERE
TO ENSURE PROBABILITIES SUM TO 1
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the beta distribution
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SAME SHAPE SO WE KNW HOW TO NORMALIZE

A B store counts



What do we do with this

We ran have an entire distribution

Pick the maximum value MAP
maximum a posteriori

Does not match MLE

MIE He MAP htt
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simulate daonstream
using plot

This is the true Bayesian view



1
NAIVE BAYES

Probabilities are multidimensional

PLA An depends on exponentially many
relationships

We need to assume things If we split our PDFs
in features and labels and then assume that
conditionedonalabet features are independent this
is called the naive Bayes assumption It's
extremely naive and extremely pavefol
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Under Naive Bayes we get that the general
PDF for labels features B
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