
 

MODEL ENSEMBLES

Getting something out of nothing

AML Ch B PRML Ch 14

01 Averaging Voting

If you have access to multiple high quality
models that disagree with one another model

averaging is a good idea

We've seen this kind of with voted
perceptron

Hau do we get access to multiple models



1 BOOTSTRAP AGGREGATION Bagging

ML Training Set Model

Bootstrapping Training Set Setof weighted

training sets

Voting over bootstrap samples of training set
bootstrapaggregation

Important observation weights of samples change
but do not depend on the quality of the other
models



2 LET'S WIN THE NETFLIX PRIZE

I a What are the weights used by model
averaging

How can we do better
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Weights change depending on model quality
and model covariance
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2b Why are we focusing on linear weights

The fundamental problem we seek to solve
is to predict y

from Yi What can
we do about this

It's ML all the way down And it works



3 BOOSTING

IF we create or models sequentially then we

have the opportunity to use the results of one
model to change the way we train the next
model

How is that

Basic intuition start with a model but monitor
its mistakes For every correctly predicted sample
decrease its weights For every incorrectly predicted
sample increase its weights Build a new model
repeat N times and final model is a weighted
note of models based on their overall quality


